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Inside of a Rotating Drum
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Parallelization Method
— shared memory workstations
— using threads
— try to reduce communication

- split the work into independent parts

— the subthreads shall not communicate
— the threads shall not write data used by

other threads
SUN Ultra2 — the threads have to be synchronized after

Step #2 Closest-Feature Algorithm

— calculate distance of particles
— keep track of the closest features

— list of possible particle—particle collisions Q @

2 UltraSparc-I processors
. shared memory

each intermediate step

is distributed to the threads @

- heeded information will not be changed
in this step — no semaphore

— results are not shared across the
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Result: a list of particle-particle collisions
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Threads - Basic Idea Scheme of the Data Structure 1) /
A thread of control, or more simply a thread, — calculate area of overlap for each collision 100
Is an mdepend_ent_ sequence of execution of — — calculate force and torque from overlap area N VAN
program code inside a UNIX process. C — list of particle-particle collisions
Is distributed to the threads.
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2 boundingbox_*_* are type of SENTINEL
"But is that true symmetric multiprocessing?"

Result: new position and velocity



